
Does Training an LLM on a Parsing
Objective Improve Eye-Tracking Prediction?

Short Technical Report

Lukas Mielczarek1, Laura Kallmeyer1, Hassan Sajjad2, Katharina Spalek1

1Heinrich Heine University Düsseldorf, 2Dalhousie University, Halifax

1{lukas.mielczarek, laura.kallmeyer, katharina.spalek}@hhu.de
2hsajjad@dal.ca

September 2024

1 GPT-2 Finetuning on
Syntactic Parsing

We are interested in whether incorporat-
ing syntactic knowledge in a large language
model (LLM) makes it more human-like.
We assume that the ability to predict eye-
tracking metrics from some component(s)
of the model is an indicator of similarity to
human language processing. Thus, we cal-
culate the error rates for eye-tracking pre-
diction using an LLM pre-trained on next
token prediction and a pre-trained LLM
that was further fine-tuned on syntactic
parsing.

The language model we opted for is
GPT-2 (Radford et al., 2019). We use its fi-
nal transformer output layer as a represen-
tation of each token. The fine-tuning task
is syntactic parsing using the incremental
attach-juxtapose parser of Yang & Deng
(2020), with the strictly incremental imple-
mentation of Ezquerro et al. (2024). When
the parser is trained, GPT-2’s parame-
ters are optimised as well. Eye-tracking

metric prediction is based on the metrics
and data provided as part of the CMCL
2021 shared task on eye-tracking prediction
(Hollenstein et al., 2021). We take the per-
token GPT-2 final representation and train
a simple linear regressor using stochastic
gradient descent. Training is done on the
shared task’s training set; early stopping is
done using the development set. Results
are also given for the development set. We
take improvements in error rates for a lin-
ear regressor to signify a strong indication
for overall better predictability. While one
could possibly achieve better results by in-
vestigating non-linear correlations, we are
only interested in relative changes in scores
between our models of investigation here.

We explore using the representations
generated by the stock pre-trained GPT-2
model (Vanilla), the fine-tuned GPT-2
model (Attach-Juxtapose) and a concate-
nation of the representations of both mod-
els (Both) for eye-tracking predictions.
Furthermore, for this selection of models
we explore three settings for predicting the
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current word’s eye-tracking metrics: using
the current word’s final layer (Table 1), us-
ing the previous word’s final layer (Table
2) and using both the current and the pre-
vious word’s final layer (Table 3).

2 Results

In tables 1 to 3 you can find the re-
sults of our experiment. Overall, results
improve with the syntactically fine-tuned
model (column 2), in particular when com-
bining it with the vanilla model (column 3).
This means that fine-tuning towards incre-
mental parsing adds information relevant
to predicting eye-tracking data that is not
already fully covered in the vanilla GPT2
model.
When using both the current word final

layer and the previous word final layer (Ta-
ble 3), improvements over the vanilla parser
are smaller than when taking only the cur-
rent word (Table 1). This may have the
following reason: The Attach-Juxtapose
parser is trained to predict for each to-
ken the correct parsing action and is given
the final layers up to the current token.
Thus, when finetuning the GPT-2 model
in the parser training process, the informa-
tion stored in the activation for the current
token is shifted from information about
the next token (GPT-2 objective: next to-
ken prediction) to information about the
current token. Thus, using this finetuned
GPT-2 model for eye tracking metric pre-
diction of the current word works better.
This advantage is lost when including the
previous word’s output layer.
For this reason, attach-juxtapose fine-

tuning makes eye tracking predictions
worse when taking only the preceding word
(Table 2). The preceding word’s parsing
action is not informative for the current
word’s eye tracking metrics.

3 Future Work

Given the discussion above, one could con-
dition the preceding word’s hidden repre-
sentation on parsing action prediction for
the following word (i.e. predicting where to
insert the word that follows as well as the
non-terminal to insert). This would be akin
to the exploration of syntactic surprisal in
LLMs by Arehalli et al. (2022) who predict
the following token’s supertag, based on
the assumption that human processing dif-
ficulty is guided by the predictability of the
input stream. They find that syntactic sur-
prisal improves but does not fully explain
human processing difficulties observed for
garden path sentences. We believe that
one reason for this might be the lack of
an explicit incremental structure modelling
component such as a parser to act as a
model of working memory and to comple-
ment expectation-based surprisal. Enrich-
ing LLMs both with speculation about fu-
ture structure and with the incorporation
of incoming words into the structure built
so far should make their activations in-
formative both in terms of prediction and
structure processing.

However, such an experiment is not triv-
ially possible with the attach-juxtapose
parser implementation used in this experi-
ment since it applies the attention mech-
anism to find the best element in the
right fringe that the current word should
attach/juxtapose to. When speculating
about the next word’s syntactic structure
in relation to the partial tree built so far, its
representation vector is not available to cal-
culate attention since it has not been seen
yet. One would need to devise a mecha-
nism to find an attach/juxtaposition point
(and optional non-terminals) with only the
current partial tree as the input.
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Metric Vanilla Attach-Juxtapose Both

Number of fixations (nFix) 4.7 4.4 4.3
First fixation duration (FFD) 0.72 0.68 0.67
Total reading time (TRT) 1.8 1.7 1.7
Go-past time (GPT) 2.8 2.6 2.6
Fixation Proportion (FixProp) 19 20 19

Table 1: Mean absolute error for taking current word GPT-2 final layer as input for a
linear classifier.

Metric Vanilla Attach-Juxtapose Both

Number of fixations (nFix) 6.7 6.8 6.6
First fixation duration (FFD) 1.0 1.1 1.0
Total reading time (TRT) 2.5 2.6 2.6
Go-past time (GPT) 3.4 3.5 3.4
Fixation Proportion (FixProp) 19 20 19

Table 2: Mean absolute error for taking preceding word GPT-2 final layer as input for a
linear classifier.

Metric Vanilla Attach-Juxtapose Both

Number of fixations (nFix) 4.4 4.4 4.2
First fixation duration (FFD) 0.7 0.68 0.66
Total reading time (TRT) 1.7 1.7 1.6
Go-past time (GPT) 2.8 2.6 2.6
Fixation Proportion (FixProp) 12 12 12

Table 3: Mean absolute error for taking current and preceding word GPT-2 final layer
as input for a linear classifier.
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